PROGRAMA EDUCATIVO: a rP
LICENCIATURA EN INGENIERIA EN TECNOLOGIAS DE LA INFORMACION E Y

INNOVACION DIGITAL

TECNOLOGICAS y POLITECNICAS

EN COMPETENCIAS PROFESIONALES

PROGRAMA DE ASIGNATURA: CIENCIA DE DATOS CLAVE: E-CIDA-3

El estudiante comprender3, disefiara, implementara e interpretard algoritmos de Inteligencia Artificial
para Ciencia de Datos con el fin de obtener perspectivas, conocimientos e ideas para resolver problemas
de diversos sectores.

Desarrollar soluciones innovadoras de integracidn de tecnologias de la informaciédn mediante
Competencia a la que metodologias y herramientas de seguridad informatica, internet de las cosas, sistemas inteligentes y
contribuye la asignatura administracién de proyectos; con base en las normas y estandares aplicables para atender las areas de
oportunidad, resolver las necesidades y optimizar los procesos y recursos de diversos sectores.

Propésito de aprendizaje de la
Asignatura

Tipo de

. Cuatrimestre Créditos Modalidad Horas por semana Horas Totales
competencia

Especifica Escolarizada

Horas del Saber Horas del Saber Hacer Horas Totales
Unidades de Aprendizaje

I. Introduccion a la ciencia de datos 10 14 24
II. Andlisis exploratorio de los datos utilizando
.. . 8 10 18
técnicas estadisticas
lll. Aprendizaje automatico en datos 8 16 24
IV. Aprendizaje profundo en datos 10 14 24
Totales 36 54 90
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Funciones Capacidades Criterios de Desempeiio

Implementar modelos de arquitecturas de Demuestra la operacién de una beta funcional de la
soluciones mediante la realizacidén de pruebas | solucién planteada:

estadisticas, metaheuristicas y modelos de - Resultados de las pruebas de calidad de software.
aprendizaje computacional convencionales, |- Reporte de resultados del modelo.

asi como el cumplimiento de los estandares |- No errores de cédigo.

de seguridad aplicables, para seleccionar el
modelo mas adecuado a la solucidn.
Evaluar los algoritmos de aprendizaje
computacional implementados usando
técnicas de analisis de algoritmos,
aprendizaje automatico y con base en las
métricas de desempefio establecidas para

Presenta una propuesta de optimizacion de los
algoritmos implementados, que incluya:

- Métricas empleadas de Exactitud, precision,
recuperacion, tasa de falsos positivos y Calculo F1.
- Propuesta de mejora.

Implementar soluciones de proponer alternativas de optimizacidn.
Inteligencia Artificial mediante la Elaborar un informe técnico de implementacién de
realizacion de pruebas y con base sistemas inteligentes que contenga lo siguiente:
en estandares y métricas - Descripcién del problema.
establecidas para automatizarla | Comprender e implementar los analisis - Metodologia utilizada.
toma de decisiones. exploratorios de datos aplicando métodos - Justificacion de la seleccidn de tecnologias
estadisticos para identificar patrones, utilizadas.
tendencias y anomalias en diversos conjuntos | - Producto de la implementacidn de la solucién.
de datos. - Descripcion de la adquisicidn y preparacion de

datos.

- Despliegue y monitorizacidn de los modelos.

- Conclusiones

Elaborar un informe técnico de evaluacion de
sistemas inteligentes que contenga lo siguiente:

- Descripcién del problema.

- Evaluacidn y optimizacién del modelo, incluyendo
métricas de desempefio.

- Interpretacién de datos.

Comprender, implementar y evaluar modelos
de aprendizaje automatico para resolver
problematicas reales del entorno.
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Funciones Capacidades Criterios de Desempeiio
- Conclusiones.
Elaborar un informe técnico de evaluacion de
sistemas inteligentes que contenga lo siguiente:
Comprender, implementar y evaluar modelos |- Descripcidn del problema.
de aprendizaje profundo para resolver - Evaluacidn y optimizacién del modelo, incluyendo
problematicas reales del entorno. métricas de desempefio.
- Interpretacién de datos.
- Conclusiones.
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UNIDADES DE APRENDIZAIJE

Unidad de Aprendizaje I

Introduccion a la ciencia de datos

Propésito esperado

Horas del

Tiempo Asignado

Concepto de Ciencia de
Datos

Horas del Saber Hacer
Saber

Saber
Dimension Conceptual

Explicar los conceptos de Ciencia de
Datos

Saber Hacer
Dimension Actuacional

Establecer el beneficio que brinda
la ciencia de datos al proceso de
toma de decisiones en una
organizacién.

Datos masivos ejemplos

Identificar datos masivos.

Seleccionar datos masivos
provenientes de bases de datos
publicas.

Plataformasy
herramientas para analisis
de datos

Describir plataformas y herramientas
para analisis de datos

Seleccionar plataformas y

herramientas para analisis de datos.

Mineria de datos y técnicas
utilizadas

Relacionar la mineria de datos y las

técnicas utilizadas para el proceso de:

*Adquisiciéon de datos

*Limpieza de datos

*Transformacidn de datos
*Visualizacion de datos (Dashboards)

Disefiar la visualizacion de datos
(Dashboards) conforme a la
adquisicion, limpieza y
transformacion de datos.

El estudiante representarad la visualizacidon de datos relevantes mediante el analisis de datos aplicando los
conceptos de extraccion, transformacion y carga de datos facilitando asi el proceso de toma de decisiones en una
organizacion.

Horas Totales

Ser y Convivir
Dimension Socioafectiva

Incentivar la creatividad al
explorar bases de datos
masivas para la solucién de
problemasy la
identificacion de hallazgos
para una organizacién
valorando la visualizacidn de
datos.
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Métodos y técnicas de ensefianza

Instruccién programada
Equipos cooperativos
Resolver situaciones problematicas

Proceso Ensefianza-Aprendizaje

Medios y materiales didacticos

Proyector

Pizarron

Bibliografia

Buscadores académicos

Lecciones en un LMS

Acceso a internet

Herramientas de extraccién transformacion, cargay
visualizacion de datos

Espacio Formativo
Aula

Laboratorio / Taller X

Resultado de Aprendizaje

Proceso de Evaluacion
Evidencia de Aprendizaje

Instrumentos de evaluacion

Los estudiantes comprenden y analizan
datos en diferentes contextos en una
organizacidén para facilitar el proceso de
toma de decisiones.

A partir de la creacion de un portafolio de evidencias
practicas, desarrollar una iniciativa basada en
visualizacidn de datos que aborde una problematica
organizacional concreta, generando beneficios
operativos y estratégicos, documentando los
resultados en un informe técnico que contemple los
siguientes elementos:

Introduccidn, con los siguientes apartados:
*Explicacion de los principios fundamentales de la
visualizacién de datos y su importancia en la gestion
empresarial.

*Analisis de cdmo la visualizacidn de datos puede
resolver desafios especificos dentro de una
organizacion.

Descripcion del desafio organizacional, con los
siguientes apartados:

Ejercicios practicos
Rubrica
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacion
*Identificacion del problema especifico que se busca
solucionar mediante la visualizacién de datos.
*Justificacion de la seleccién del problemay su
repercusion en la dindmica organizacional.

Desarrollo y aplicacion de tableros de visualizacién de
datos, con:

*Disefio de tableros interactivos y dinamicos para la
representacién de datos.

*Detalles sobre la metodologia de desarrollo y la
implementacion de estos tableros en el contexto de
datos empresariales.

*Evaluacién del impacto mediante indicadores clave de
rendimiento:

*Presentacion de los indicadores de rendimiento
utilizados (KPls, tasas de conversién, etc.).
*Interpretacién de los resultados y su trascendencia en
la toma de decisiones organizacionales.

Verificacion de resultados, con:

*Descripcion de los métodos empleados para validar la
efectividad de los tableros de visualizacion.

*Discusion sobre la relevancia de estas verificaciones
en la mejora continua de los procesos de decisién.

Conclusiones y descubrimientos, con:

*Sintesis de los hallazgos mas significativos y su
importancia en el contexto del problema abordado.
*Reflexiones sobre las lecciones aprendidas y posibles
avances o ampliaciones del portafolio de evidencias.
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacion
Referencias que listen todas las fuentes y recursos
bibliogréficos que fundamentan el trabajo realizado,
en formato APA.

Apéndices, que incluyan el material complementario
como: tableros de visualizacién, conjuntos de datos o
documentacion adicional utilizada.
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ORI ET R[NV IFZI[EN |1 Analisis exploratorio de los datos utilizando técnicas estadisticas

El estudiante conocerd, entendera y aplicara diferentes herramientas estadisticas utilizadas para representary
Propésito esperado analizar datos cualitativos y cuantitativos correspondientes a diversos objetos de estudio.

Tiempo Asignado IS-I:;:: g Horas del Saber Hacer Horas Totales

Saber Saber Hacer Ser y Convivir
Dimension Conceptual Dimension Actuacional Dimension Socioafectiva
Medidas de tendencia Explicar los conceptos de medidas de Realizar el andlisis de datos para Desarrollar el pensamiento
central tendencia central contribuir a la toma de decisiones. analitico mediante la
identificacion de conceptos
Analisis de regresion lineal | Describir el proceso de regresion lineal Establecer predicciones a partir de para resolver problemas
la ecuacién obtenida en la regresién | relacionados con el analisis
lineal. de datos.
Analisis de Componentes Identificar los diferentes métodos de Reducir, agrupar y seleccionar por
principales analisis multivariados medio de analisis de componentes

principales, las variables que
permitan resumir la informacion.

Tendencia de los datos Comprender el uso de herramientas de | Reducir, agrupar y seleccionar por
analisis de dispersion o tendencia de medio de analisis de componentes
datos estadisticos. principales, las variables que

permitan resumir la informacion.
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Métodos y técnicas de ensefianza

Aprendizaje basado en proyectos
Aula invertida
Resolver situaciones problematicas

Proceso Ensefianza-Aprendizaje

Medios y materiales didacticos

Proyector

Pizarrén

Bibliografia
Computadora personal
Buscadores académicos
Acceso a internet
Software especializado.
Paqueteria ofimatica
Equipo audiovisual

Espacio Formativo
Aula

Laboratorio / Taller X

Resultado de Aprendizaje

Proceso de Evaluacion
Evidencia de Aprendizaje

Instrumentos de evaluacion

Los estudiantes comprenden y analizan conjuntos de
datos para posteriormente efectuar la toma de
decisiones.

A partir de la realizacidn de un proyecto
practico, desarrollar una propuesta basada
en analisis exploratorios de datos que
permita identificar patrones, tendencias y
anomalias en conjuntos de datos variados,
con el fin de beneficiar a la sociedad y
documentar el proceso en un informe técnico
gue incluya los siguientes apartados:

Introduccidn, con los siguientes apartados:
*Explicacion de los conceptos basicos del
analisis exploratorio de datos y su
importancia en la estadistica.

*Discusion sobre cdmo los métodos
estadisticos pueden descubrir patrones y
tendencias en datos complejos.

Ejercicios practicos
Rubrica
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacidn

Descripcion detallada de las herramientas
estadisticas, con los apartados:
*Identificacidon y explicacion de las
herramientas estadisticas para el analisis de
datos cualitativos y cuantitativos.
*Justificacion de la seleccion de herramientas
y su impacto en el analisis de datos.

Implementacion y aplicacion de métodos
estadisticos, que aborde:

*Medidas de tendencia central.

*Analisis de regresion lineal.

*Analisis de componentes principales.
*Tendencia de los datos.

Evaluacién de los analisis mediante métricas
estadisticas, que incluyan:

*Presentacion de las métricas utilizadas
(media, mediana, moda, varianza, desviacién
estandar, coeficiente de correlacién, etc.).
*Interpretacién de los resultados estadisticos
y su significado en el contexto del estudio.

Conclusiones, que incluyan:

*Resumen de los patrones, tendencias y
anomalias clave identificados y su relevancia
para el objeto de estudio.

*Reflexiones sobre el aprendizaje obtenido y
posibles mejoras o continuaciones del
proyecto.
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Resultado de Aprendizaje

Proceso de Evaluacion

Evidencia de Aprendizaje

Instrumentos de evaluacion

Referencias que contenga las citas de todas
las fuentes y recursos de referencia que
respalden el trabajo realizado, en formato

APA.
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Unidad de Aprendizaje

Ill. Aprendizaje automatico en datos

Propésito esperado

Horas del

Tiempo Asignado

Saber

Saber
Dimension Conceptual

Horas del Saber Hacer

Saber Hacer
Dimension Actuacional

El estudiante comprenderd y desarrollara modelos predictivos de aprendizaje supervisado y no supervisado con
datos variados para tareas de clasificacion. Asimismo, demostrara habilidades avanzadas en la evaluacién y
comprension de métricas de desempefio para los modelos como: precisidn, recall, f1-score, MSE, curvas ROC-
AUC, entropia cruzada y aplicara pruebas de hipétesis para validar modelos basados en aprendizaje automatico
en datos.

16 Horas Totales

Ser y Convivir
Dimension Socioafectiva

Conceptos  bdasicos de
aprendizaje automatico
aplicado a la ciencia de
datos

Comprender los fundamentos del
aprendizaje automatico aplicado a la
ciencia de datos.

Identificar conceptos de
aprendizaje automatico en la
practica para aplicarlos en
problemas adecuados para el
aprendizaje automatico.

Entrenamiento y aplicacion
de algoritmos de
aprendizaje supervisado en
datos variados

Describir los fundamentos tedricos
detras de los algoritmos de clasificacion

supervisada y como estos se aplican para

predecir resultados futuros a partir de
datos histoéricos o etiquetados:
*Clasificacion (Redes neuronales, Naive
Bayes)

*Prondstico (Redes Neuronales, MSV)

Implementar algoritmos de
clasificacidn supervisada en
conjuntos de datos de prueba e
inéditos, utilizando lenguajes de
programacion vy librerias
especializadas.

Entrenamiento y aplicacion
de algoritmos de
aprendizaje no supervisado
en datos variados

Describir los fundamentos tedricos
detras de los algoritmos de clasificacion
no supervisada (K-means) y cémo estos
se aplican para clasificar datos no
etiquetados por medio de las
caracteristicas inherentes de cada
elemento.

Implementar algoritmos de
clasificacidn no supervisada en
conjuntos de datos de prueba e
inéditos, utilizando lenguajes de
programacion y librerias
especializadas.

Promover el crecimiento
personal y profesional del
estudiante por medio de la
comprension,
implementacion y reflexién
critica de los resultados de
los algoritmos de
aprendizaje automatico en
la resolucion de desafios
practicos que beneficien a
su entorno.
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Saber

Dimension Conceptual

Saber Hacer
Dimension Actuacional

Ser y Convivir
Dimension Socioafectiva

Métricas de desempefio Comprender el funcionamiento de las

métricas de desempenio de los
algoritmos de clasificacion y prondstico
supervisados, como la precision, recall,
f1-score, curvas ROC-AUC, entropia
cruzada y MSE, para determinar la
efectividad de los modelos en el
problema especifico.

Evaluar y comparar las métricas de
desempeiio de los algoritmos de
clasificacidn y prondstico
supervisados, como la precision,
recall, f1-score, y MSE, para
determinar la efectividad de los
modelos en el problema especifico.

Prueba de hipétesis Comprender el proceso y la importancia

de la prueba de hipdtesis en aprendizaje
automatico en datos para determinar la
validez de afirmaciones obtenidas por un
modelo.

Formular, ejecutar e interpretar los
resultados de la prueba de
hipétesis, incluyendo la toma de
decisiones sobre la aceptacion o
rechazo de la hipdtesis nulay la
comprension de los conceptos de
error tipo |y tipo Il.

Proceso Ensefianza-Aprendizaje

Espacio Formativo
Aula

Métodos y técnicas de ensefianza Medios y materiales didacticos
Aprendizaje basado en proyectos Proyector
Aula invertida Pizarrén
Resolver situaciones problematicas Bibliografia

Computadora personal
Buscadores académicos
Acceso a internet
Software especializado.
Paqueteria ofimatica
Equipo audiovisual

Laboratorio / Taller X
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacion
Los estudiantes desarrollan algoritmos de aprendizaje | A partir de la elaboracidn de un proyecto Portafolio de evidencias
automatico para resolver problemas reales de su practico, desarrollar una propuesta basada | Rubrica
entorno, demostrando reflexion critica y en aprendizaje automatico que permita
comunicacién efectiva de sus hallazgos. resolver una problematica real del entorno

gue permita beneficiar a la sociedad y
documentarlo en un informe técnico que
incluya los siguientes apartados:

Introduccidn al aprendizaje automatico y su
aplicacion en Ciencia de Datos, que
contenga:

*Explicacidn de los conceptos basicos de
aprendizaje automatico y su relevancia en
la Ciencia de Datos.

*Discusion sobre como el aprendizaje
automatico puede abordar problematicas
especificas del entorno.

Descripcion detallada de la problematica,
gue incluya:

*|dentificacion de la problematica real a
resolver.

*Justificacion de la eleccion del problema'y
su impacto en el entorno.

Entrenamiento y aplicacion de algoritmos
de aprendizaje supervisado, con:
*Descripcion de los algoritmos de
clasificacion y pronéstico utilizados (Redes
neuronales, Naive Bayes, Maquinas de
Soporte Vectorial, etc.).
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacidn
*Detalles sobre el proceso de
entrenamiento y la aplicacion de estos
algoritmos en datos variados.

Entrenamiento y aplicacién de algoritmos
de aprendizaje no supervisado, con:
*Explicacién del uso de algoritmos como k-
means para el agrupamiento en datos
variados.

*Analisis de cdmo estos algoritmos pueden
complementar la solucidn propuesta.

Evaluacién de la solucién por medio de
métricas de desempeno, que contenga:
*Presentacion de las métricas utilizadas
(precision, recall, f1-score, MSE, curvas
ROC-AUC, entropia cruzada, etc.).
*Interpretacién de los resultados obtenidos
y su significado en el contexto del
problema.

Prueba de hipétesis, que incluya:
*Descripcion de como se aplicaron las
pruebas de hipdtesis para validar las
afirmaciones del modelo.

*Discusion sobre la importancia de estas
pruebas en la evaluacidn del aprendizaje
automatico.

Conclusiones, que incluya:
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Proceso de Evaluacion

Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacion
*Resumen de los resultados clave y su
relevancia para la problematica abordada.
*Reflexiones sobre el aprendizaje obtenido
y posibles mejoras o continuaciones del
proyecto.

Referencias, que cite todas las fuentes y
recursos de referencia que respaldan el
trabajo realizado, en formato APA.

Apéndices, que contenga:
*Cddigo fuente, conjunto de datos y
material adicional utilizado.
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Unidad de Aprendizaje

IV. Aprendizaje profundo en datos

Propésito esperado

Horas del

Tiempo Asignado

Saber

Saber
Dimension Conceptual

Horas del Saber Hacer

Saber Hacer
Dimension Actuacional

El estudiante comprenderd y desarrollara modelos predictivos de aprendizaje profundo no supervisados con
datos variados para tareas de clasificacion. Asimismo, demostrara habilidades avanzadas en la evaluacién y
comprension de métricas de desempefio para los modelos como: precision, recall, f1-score, MSE, curvas ROC-
AUC, entropia cruzada y aplicara pruebas de hipétesis para validar modelos basados en aprendizaje profundo en
datos.

14 Horas Totales 24

Ser y Convivir
Dimension Socioafectiva

Redes neuronales
Convolucionales aplicadas
en datos variados

Comprender los fundamentos de redes
neuronales convolucionales aplicado a
las tareas de clasificacidn y regresion.

Implementar algoritmos y modelos
basados en redes neuronales
convolucionales para tareas de
clasificacidn y regresion.

Métricas de desempefio

Comprender el funcionamiento de las
métricas de desempeno de los
algoritmos y modelos basados en redes
neuronales convolucionales, como la
precision, recall, f1-score, y MSE, para
determinar la efectividad de los modelos
en el problema especifico.

Evaluar y comparar las métricas de
desempeiio de los algoritmos de
clasificacién y prondstico
supervisados, como la precision,
recall, f1-score, y MSE, para
determinar la efectividad de los
modelos de aprendizaje profundo
en el problema especifico.

Prueba de hipétesis

Comprender el proceso y la importancia
de la prueba de hipdtesis en aprendizaje
profundo en datos para determinar la
validez de afirmaciones obtenidas por un
modelo.

Formular, ejecutar e interpretar los
resultados de la prueba de hipdtesis
en el aprendizaje profundo,
incluyendo la toma de decisiones
sobre la aceptacion o rechazo de la
hipotesis nula y la comprensién de
los conceptos de error tipo | y tipo
1.

Promover el crecimiento
personal y profesional del
estudiante por medio de la
comprension,
implementacion y reflexién
critica de los resultados de
los algoritmos de
aprendizaje profundo en la
resolucidn de desafios
practicos que beneficien a
su entorno.
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Proceso Ensefianza-Aprendizaje

Métodos y técnicas de ensefianza

Aprendizaje basado en proyectos
Aula invertida
Resolver situaciones problematicas

Medios y materiales didacticos

Proyector

Pizarrén

Bibliografia
Computadora personal
Buscadores académicos
Acceso a internet
Software especializado.
Paqueteria ofimatica
Equipo audiovisual

Espacio Formativo
Aula

Laboratorio / Taller X

Resultado de Aprendizaje

Proceso de Evaluacion
Evidencia de Aprendizaje

Instrumentos de evaluacion

Los estudiantes desarrollan algoritmos de aprendizaje
profundo para resolver problemas reales de su
entorno, demostrando reflexion critica y
comunicacion efectiva de sus hallazgos.

A partir de la elaboracidn de un proyecto
practico, desarrollar una propuesta basada
en aprendizaje profundo que permita
resolver una problematica real del entorno
gue permita beneficiar a la sociedad y
documentarlo en un informe técnico que
incluya los siguientes apartados:

Introduccidn al aprendizaje profundo y su
aplicacion en Ciencia de Datos:
*Explicacidn de los conceptos basicos de
aprendizaje profundo y su relevancia en la
Ciencia de Datos.

*Discusion sobre como el aprendizaje
profundo puede abordar problematicas
especificas del entorno.

Casos de estudio
Rubrica
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Proceso de Evaluacion
Resultado de Aprendizaje Evidencia de Aprendizaje Instrumentos de evaluacidn
Descripcidon detallada de la problematica:
*|dentificacion de la problematica real a
resolver.
*Justificacion de la eleccidn del problemay
su impacto en el entorno.
Entrenamiento y aplicacién de algoritmos
de aprendizaje profundo:
*Redes neuronales convolucionales.
*Detalles sobre el proceso de
entrenamiento y la aplicacion de estos
algoritmos en datos variados.
Evaluacién de la solucién por medio de
métricas de desempeiio:
*Presentacion de las métricas utilizadas
(precision, recall, f1-score, MSE, curvas
ROC-AUC, entropia cruzada, etc.).
*Interpretacién de los resultados obtenidos
y su significado en el contexto del
problema.
Prueba de hipotesis:
*Descripcion de cdmo se aplicaron las
pruebas de hipdtesis para validar las
afirmaciones del modelo.
*Discusion sobre la importancia de estas
pruebas en la evaluacidn del aprendizaje
profundo.
Conclusiones y hallazgos:
*Resumen de los resultados clave y su
relevancia para la problematica abordada.
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Proceso de Evaluacion

Instrumentos de evaluacion

Resultado de Aprendizaje

Evidencia de Aprendizaje
*Reflexiones sobre el aprendizaje obtenido
y posibles mejoras o continuaciones del

proyecto.
Referencias:

realizado en formato APA.
Apéndices:

material adicional utilizado.

*Citas de todas las fuentes y recursos de
referencia que respaldan el trabajo

*Cddigo fuente, conjunto de datos o

Formacién académica
Licenciatura en Ingenieria en Sistemas
Computacionales, Ingenieria Informatica,
Ingenieria de Software o carrera afin.

Formacion Pedagdgica

Dominio de técnicas de ensenanza-

aprendizaje adaptadas a la ensefianza del
analisis de datos.

Habilidad para explicar conceptos
complejos de manera clara y concisa.

Capacidad para fomentar la participacion
activa de los estudiantes en el proceso de
aprendizaje.

Habilidad para fomentar el pensamiento
I6gico de los estudiantes.

Experiencia Profesional
Participacidn en proyectos de analisis de
datos.

Certificaciones o cursos relacionados con la
ensefianza del andlisis o ciencia de datos.
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Experiencia previa como analista de datos.
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